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Evaluation of multi armed bandit
algorithms and empirical algorithm

Zhang Hong2,3, Cao Xiushan1, Pu Qiumei1,4

Abstract. Multi armed bandit (MAB) model is a model of reinforcement learning, which is
proposed in the experimental sequence design of statistical learning theory. The goal of the model is
to maximize the reward through a series of experimental sequences. The final question of the model
is the trade-off between "exploitation" and "exploration". Based on the theory of Multi Armed
Bandit model, this paper analyzes the commonly used algorithms of ε-greedy, UCB1, Softmax
and Pursuit algorithm, and research its convergence under different parameters. The experimental
result shows that the convergence rate and the regret degree of the ε-greedy algorithm are better
than other ones in both static and dynamic situations.
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1. Introduction

Multi armed bandit model is extensively used to the exploration and exploitation
trade-off. It can help the agent explore new knowledge and exploit it to improve the
future decision. It have many applications, for example product recommendation,
online advertisement, smart grids, internet routing and so on.

In the statistical learning theory, the multi armed bandit (MAB) model, referred
to as the bandits problem. It is about a problem that a gambler (or a few) at a
row of slot machines decide which machine to play, how many times of each slot
machine arms should pull and the order of pulling the arm . When the arm is
pulled down, each slot machine will provide a random reward with a distributed at
a certain probability, the goal of gambler is getting the maximum reward through
a series of pulls order. Each time, the gambler will face an important trade-off

1School of information Engineering,Minzu University of China, 100081, China.
2Prof., School of information Engineering, Systems Science, Zhang Hong, China

B.S., School of information Engineering, Systems Science, Cao Xiushan, China
Dr., School of information Engineering, Intelligent System, Pu Qiumei, China

3E-mail: zhang_hong__@163.com
4E-mail: puqiumei@muc.edu.cn

http://journal.it.cas.cz



640 ZHANG HONG, CAO XIUSHAN, PU QIUMEI

between the "exploitation" of the machine with the highest expected reward and the
"exploration" of obtaining more information about the expected benefits of other
machines.

The initial model of the multi-arm slot machine was formed from the convergence
of the overall selection strategy, which was constructed by Herbert Robbins in the
literature "Some aspects of the sequential design of experiments" in 1952, and the
optimal policy for maximizing the expected discounted reward (Gittins index) pro-
posed by John C. Gittins. The model is further developed in the Markov decision
processes (MDP). From then on all kinds of multi armed bandit algorithms have
been proposed by scholars and some algorithms regret bound are well understood.
However there are only a few of these algorithms experiment and evaluation. So in
this paper, we will evaluate these algorithms from a comprehensive. At the first part,
a brief of ε-greedy, UCB1, Softmax and Pursuit algorithm’s theory were introduced.
In the experiment part, each individual strategy is experimented by changing the
algorithm’s own parameters and observing how each parameter affects the perfor-
mance of the algorithm. And then, these algorithms are compared by changing the
number of arms and reward distributions, and a comprehensive evaluation is made
in this section.

2. The multi armed bandit model theory

2.1. Reinforcing learning theory

Reinforcing Learning [1] is an unsupervised learning that takes input from chang-
ing environmental feedback, it is usually used to evaluate each step strategy by re-
warding and punishing mechanisms. It maximizes the final returns by strategies that
continually selecting for positive feedback, so that the problem is optimal solution.
The objective of reinforcing learning is to enable the agent to take action at any
time to maximize the cumulative reward. The control strategy is expressed as follow
π : S → A, according to the control strategy, when the agent at a certain point time
observes that the environmental state is St, will take action at. After the action is
performed, the reward value of the agent is rt = fr(st, at), the system state becomes
St+1 = fs(st, at).

2.2. Multi armed bandit model theory

The multi armed bandit model [2], also known as the k-armed bandit, resembles
the traditional slot machine (single-arm slot machine), but it generally has more
than one lever. When pulled, each lever provides a reward based on the probability
distribution associated with the particular lever [3]. Initially, the gambler did not
have the priori knowledge about each levers.

The multi armed bandit model can be seen as a set of real distributions B =
{R1, . . . , Rk}, and each distribution is associated with the rewards delivered by one of
the k (k ∈ N+) levers. µ1, . . . , µk to be separately defined for each mean value of the
reward distribution. Gambler repeatedly play a lever and observe the corresponding
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reward. His goal is to maximize their reward income. The horizon H is the number
of rounds that remain to be played. The model problem is formally equivalent to a
state Markov decision process. R is the degree of regret [4]

RT = Tµ∗ −
T∑
t=1

r̂t . (1)

It is defined as the expected difference between the sum of the optimal policy
returns after T rounds pull down and the sum of the actual gains, µ∗ = maxk {µk}
represents the maximum expected value of all the arms, r̂t indicates the reward after
t experiment, T indicates the total number of trials.

At the same time, zero-regret strategy [5] refers to the strategy that the proba-
bility of each round the R/T tends to zero with probability 1 when the number of
rounds of the experiment tends to infinity. Intuitively, if there are enough rounds, the
zero regret strategy is guaranteed to converge to (not necessarily the only) optimal.

3. Related algorithms to multi armed bandit model

In this section, we will briefly introduce several well-known bandit algorithms
that we have experimented in this work. These are ε-greedy strategy, εn-greedy
strategy, UCB1 strategy, Softmax strategy and Pursuit strategy respectively.

3.1. ε-greedy strategy

ε-greedy is the most simple strategy that is widely used and proves to be very
effective one. This algorithm compromises the exploration and exploitation with a
probability of ε. At each trial the arm that currently offers the highest mean reward
be selected (if there are more than one, then randomly selected one) with probability
of 1− ε, and selects a random arm with probability ε. It means that to exploit with
the probability 1 − ε and to explore with the probability of ε. The process can be
represented as

pi(t+ 1) =

{
pi(t) for i = argmaxj=1,...,K µ̂j(t)
ε/k otherwise

. (2)

Here, the value ε is fixed. Actually, there are many different versions of ε-greedy
strategies, for example εn-greedy [6], the εn value in the algorithm will change with
the number of trials. At initialization, defined εn sequence is i = 1, 2, · · ·n, where
εn = min{1, cKd2n}, c > 0, 0 < d < 1.

3.2. UCB1 strategy

The upper confidence bound (UCB) family of algorithms is proposed by Auer,
Cesa-Bianchi & Fisher (2002) [7], which is used to solve uncertain problems in op-
timization problems. In this paper, the simplest algorithm is given and is called
UCB1. When the algorithm is executed, the times of pull and the average value of
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reward for each arm are recorded. The algorithm initially will pull each arm once.
In the t = k + 1 subsequent pull, the arm j(t) is selected to follow the following
formula

j(t) = arg max
i=1,...k

(
µ̂i +

√(
2 ln t

ni

))
, (3)

where µ̂i is the mean reward of each lever i, ni is the number of lever i has been
selected. Auer, Cesa-Bianchi & Fisher (2002) [8] proved that after T rounds pulled,
the confidence of the confidence community algorithm is bounded, and the bounded
is 8

∑
i:µi<µ∗

(
In n

∆i

)+

(
1 +

π2

3

) K∑
j=1

∆i

 , (4)

where ∆i = µ∗ − µ̂i.

3.3. Softmax strategy

Softmax algorithm [9] compromises the exploration and exploitation with the
current lever mean reward. Each arm is selected with a probability proportional to
its mean reward. If the mean reward of each arm is equal, the probability of selecting
each arm is also equivalence and if the mean reward of some arms are obviously
higher than other arms, the probability of their selection are also significantly higher.
Softmax uses the Boltzmann distribution to select an arm, the probability update
formula is as follows

pi(t+ 1) =
eµ̂i(t)/τ

k∑
j=1

eµ̂i(t)/τ

, (i = 1, ...n) , (5)

where µ̂i(t) is the mean reward for the current arm and τ > 0 is called a temper-
ature parameter, controlling the randomness of the choice. When τ tends to zero,
Softmax will tend to "exploitation". When it tends to infinity, Softmax will tend to
" exploration".

3.4. Pursuit strategy

Pursuit algorithm[10] pursues a lowest regret degree by maintaining an explicit
policy over the arms, in which the best arm updates though experience. At each
time t, it updates the probabilities as:

pi(t+ 1) =

{
pi(t+ 1) + β(1− pi(t)) if i= argmaxj=1,...K µ̂j(t),
pi(t+ 1) + β(0− pi(t)) otherwise.

where β ∈ 0, 1 is the learning rate.
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4. Experiment simulation and research

The experiment consists of two parts. In the first part, each individual strategy
is experimented by changing the algorithm’s own parameters and observing how
each parameter affects the performance of the algorithm. In the second part, these
algorithms are compared by changing the number of arms and reward distributions,
and a comprehensive evaluation is made in this section.

4.1. Experiment setup

The reward distribution of all the arms is randomly generated and distributed as
a Gaussian distribution. The mean reward of each arm is randomly generated from
(0,1). The number of trails is set to 1000, and repeat this procedure for 1000 times,
the number of arms, we set to 5, 10 and 20. As the multi armed bandit model come
into practice, there will be a lot of static and dynamic differences, static conditions
such as the router’s channel selection problem, the number of routers is an constant,
so the number of channels will be constant, the appropriate channel selection will
make the information transform faster; The dynamic situation such as the stock
selection strategy, due to the listed company will increasing as the time goes, so the
stock number will simultaneously increasing. Reasonable stock combination of old
and new stocks options will make investors gain more benefit. So the static and
dynamic differences are set. In the static case, the number of gambling machines
will remain the same, and the number of gambling machines will increase after a
certain number of trials.

As Figs. 1, 2 and Figs. 3, 4 show, the ε-greedy, Softmax, Pursuit, εn-greedy, these
four algorithms were simulated, the changing is the algorithm’s own parameters
(since the UCB1 algorithm has no parameters, so this simulation did not carry out),
and then set the same number of arms, variance and the number of rounds, and
the arm of k is 10, and the variance is 0.1 and 1, the number of rounds for 1000
times. The only difference between Figs. 1, 2 and Figs. 3, 4 is that there is a different
variance, and it is clear that the regrets in Figs. 3, 4 are higher than those in Figs. 1, 2.
In both graphs, it is noted that the results are consistent with each other, as its own
parameter value decreases, performance tends to improve.

As Figs. 5–7 show, the ε-greedy, εn-greedy, UCB1, Softmax and Pursuit algo-
rithms are simulated for the same number of arms and different variance under their
best parameters. Set the k to 5, then the variance is 0.001, 0.01, 0.1, 0.2, 0.5 and 0.8
respectively, and the number of rounds is 1000 times. The results shows that, in the
case of different variance, the ε-greedy algorithm is always the first to converge, and
the regret is relatively low, while the UCB1 algorithm is slower and the regression
is unstable.

Consider another case, gamblers have learned 10 machine reward distribution and
the corresponding regret through their own trails. This time the casino has increased
10 new machines and the 10 slot machine incentive distribution is unknown. From
now on the gambler will face the choice of 10 old machines and 10 new machines, he
will face a trade-off between existing knowledge and access to new knowledge. This
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Fig. 1. Performance of each algorithm with different parameters(k=10,σ2=0.1):
top–ε-greedy, bottom–Softmax
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Fig. 2. Performance of each algorithm with different parameters(k=10,σ2=0.1):
top–pursuit, bottom–εn-greedy
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Fig. 3. Performance of each algorithm with different parameters (k = 10,σ2 = 1):
top–ε-greedy, bottom–Softmax
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Fig. 4. Performance of each algorithm with different parameters (k = 10,σ2 = 1):
top–pursuit, bottom–εn-greedy
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Fig. 5. Comparison of different algorithms with K = 5. For ε-greedy, set ε = 0.01,
for Softmax, set learning rate as 0.01, for Pursuit, set temperature as 0.05, for

εn-greedy, set c = 1: top–k = 5, σ2 = 0.001; bottom–k = 5, σ2 = 0.01
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Fig. 6. Comparison of different algorithms with K = 5. For ε-greedy, set ε = 0.01,
for Softmax, set learning rate as 0.01, for Pursuit, set temperature as 0.05, for

εn-greedy, set c = 1: top–k = 5, σ2 = 0.1; bottom–k = 5, σ2 = 0.2
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Fig. 7. Comparison of different algorithms with K = 5. For ε-greedy, set ε = 0.01,
for Softmax, set learning rate as 0.01, for Pursuit, set temperature as 0.05, for

εn-greedy, set c = 1: top–k = 5, σ2 = 0.5; bottom–k = 5, σ2 = 0.8
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will have a lot of applications in real social life, such as stock selection strategies,
balance between old and new listed companies’ stock, or between old and new music
recommendation.

As Fig. 8 shows, the dynamic performance of the ε-greedy and UCB1 algorithms
are simulated. Run the algorithm 1000 trails. After 1000 trails, we add the same
number of arms and continue with another 1000 trails. Finally, The accuracy of
the algorithm is recorded in order to understand how they adapt to the dynamic
situation. Set the number of k as 10, the variance as 0.2 and 0.5 respectively. In the
simulation results, we can find that the ε-greedy algorithm is more stable and faster
than the UCB1 algorithm in dynamic performance.

Finally, different algorithms will be used to select the optimal number of arms.
Due to the different processing methods and the speed of different algorithms, the
appropriate choice of the appropriate algorithm will contribute to the application
efficiency.

As Figs. 9 and 10 show, the ε-greedy, εn-greedy , UCB1, Softmax and Pursuit
algorithms are simulated for the same number of arms and different variance under
their best parameters. The number of arms were set to 10, 20, 30 and 40, variance
for the random generation. In this case, the ε-greedy algorithm is always able to
converge and stabilize quickly, and Pursuit algorithm convergence rate is slower than
the algorithm, but the many number of iterations can have a better degree of regret,
the benefits may not increase, because there are too many best arms missed in the
early stages.

5. Conclusion

In this paper, given a comprehensive evaluation of different multi armed algo-
rithms, namely ε-greedy , εn-greedy, UCB1, Softmax and Pursuit. Each algorithm
has been trailed in different situations and given a comparison of these five algo-
rithms. From the trails, it can be found that the simplest algorithm performs the
most stable and relatively low regret in both static and dynamic situations. Pursuit
algorithm and Softmax algorithm second only to the ε-greedy algorithm, while the
final regret on a slight advantage, but because of the slow convergence, will not
necessarily be the best choice.
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Fig. 8. Comparison between UCB1 and ε-greedy algorithms for dynamic
multi-bandit problem: top–k = 10, σ2 = 0.2; bottom–k = 10, σ2 = 0.5
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Fig. 9. Comparison between different algorithms for different K values, with
random variances: top–k = 10; bottom–k = 20
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Fig. 10. Comparison between different algorithms for different K values, with
random variances: top–k = 30; bottom–k = 40
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